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ABSTRACT

Building a classifier with a large unlabeled and unbalanced
dataset can be challenging and requires a huge amount of
human resources for annotation. In this study, we pro-
pose an active learning (AL) approach to the problem. We
trained classifiers with AL on OpenMIC-2018 dataset for
instrument recognition (specifically guitar). The best F
measure is 0.94 and is achieved with only 88 labeled data
points, while the baseline model trained with random sam-
pling has an F measure of 0.73 with same amount of la-
beled data. The examples queried during AL training pro-
cess have 47% positive examples, giving a more balanced
labeled set, while random sampling returns 36% positive
examples. The results indicate that AL can be a good tool
for a much more efficient training and labeling process
with the least possible human resources.

1. INTRODUCTION

Supervised learning is a machine learning method which
works well on training a binary classifier. It is widely
used for music information retrieval tasks such as instru-
ment recognition, genre categorization, etc. However, su-
pervised learning requires a large amount of labeled data
for training and testing to produce a robust model. When
working with a large dataset that is unlabeled, and even
more challenging: unbalanced, labeling would take a con-
siderable amount of time and annotators.

In this study we propose an efficient method for label-
ing a dataset and training a classifier at the same time by
using active learning (AL). AL is a semi-supervised ma-
chine learning method that queries for the label of the
most informative instances to increase classification per-
formance. We apply the proposed AL training framework
to OpenMIC-2018 dataset, which includes a large amount
of unlabeled audio data for instrument recognition. We
also apply the framework to SONYC (Sounds of New York
City) dataset, a dataset with urban sounds, to show how AL
works in different domains.
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2. RELATED WORK

Previous works by [4] and [1] talk about the benefits of
active learning in sound classification for reducing annota-
tion resources in the cases where datasets are too large to
be labeled by humans. Zhao et al. [4] proposed a novel
active learning method to save annotation efforts when
preparing training data. Han et al. [1] used active learning
and self-training with the same purpose. The combination
of both approaches greatly reduces human efforts in data
annotation.

3. METHODS
3.1 Dataset

The OpenMIC-2018 dataset [3] is a new open access
dataset for multi-instrument recognition. The dataset,
which contains 20,000 examples in the form of 10-second
excerpts, has been partially labeled for the presence or ab-
sence of 20 instrument classes. In this study, we focus on
labeling and training a classifier for one instrument: guitar,
which is relatively easy to annotate for lower annotation er-
ror. There are 1650 labeled examples, 1137 positives and
513 negatives. The rest of the examples would serve as the
unlabeled data pool. The input representation for the clas-
sifier is the mean and standard deviation of VGGish [2]
features over the 10-second long recordings.

One-third of the labeled data is held out as the test set,
and the rest is split for 5-fold cross validation. From the
training set, we randomly draw two data points, one posi-
tive and one negative, as the initial training data. We keep
the initial training set small to see a clearer trend of how
efficient AL can be.

3.2 Training

Figure 1 shows the framework of our proposed training
process. A binary random forest classifier is first trained
with the initial training data (number of trees = 100, max-
imum depth of the tree = 8). Then we run 100 AL itera-
tions. In each iteration, the active learner searches in the
unlabeled data pool and returns the query which is most in-
formative for learning. We use least confident uncertainty
sampling querying strategy. Then a human annotator lis-
tens to the queried audio example, labels it and adds it back
to the training set. The model then is retrained with the up-
dated training data and pool.
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Figure 1. Proposed AL framework.

OpenMIC-2018 | SONYC
Active Learning 47% 47%
Random Sampling | 36% 8%

Table 1. Percentage of positive queries returned from AL
and random sampling.
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Figure 2. Left: Learning curve during training; Right:
Model performance on test set, for AL models, random
models and reference model.

For comparison, we trained baseline models with ran-
dom sampling. Starting with the same framework as AL:
two initial training data points and 100 training iterations.
At each iteration, the query is randomly sampled from the
pool instead of uncertainty-based sampling. A reference
model is also trained with the entire labeled training set
to show the best possible performance with all the labeled
data available.

4. EXPERIMENTS

Figure 2 shows the resulted learning curve and perfor-
mance measured on test set for the guitar classifier. AL
model performance during training outperforms random
model after 60 training iterations. The test performance
difference shows that AL model generalizes better com-
pared to random model. The best performance of AL
models is 0.94 at training iteration 86. This best model
is only trained with 88 labeled training data points in total,
and reaches a performance close to reference model (0.97),
which is trained with 955 labeled data points. The perfor-
mance of the random model at same iteration is 0.73.

Same experiment is also applied to SONYC to classify a
specific inference noise. The resulted performance in Fig-
ure 3 shows the same trend, and the AL model even out-
performs the reference model.

Table 1 reflects the percentage of positive examples
queried by each sampling method during training. For
guitar on the OpenMIC-2018 dataset AL returns 47% of
positive examples, while random sampling only provides
36%. On the other hand, for the SONYC dataset, AL re-
turns 47% of positive examples compared to 8% returned
by random sampling.

Figure 3. Left: Learning curve during training; Right:
Model performance on test set for AL models, random
models and reference model on SONYC data.

5. DISCUSSION AND FUTURE WORK

The experiment results show that AL provides more effi-
cient labeling and training process when building a clas-
sifier on large unlabeled datasets. We also showed that
AL can be applied to different domains, music and urban
sounds.

For future work, the proposed AL framework will be ap-
plied to more instruments in the OpenMIC-2018 dataset.
We also plan to try multi-class and multi-label training
with AL, as well as modify the querying strategy for better
performance.
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